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ПОТОЧНЕ ПРОГНОЗУВАННЯ ВВП ЗА ДОПОМОГОЮ
МОДЕЛЕЙ ФАКТОРIВ ЗI ЗМIШАНОЮ ЧАСТОТОЮ

ДЛЯ УКРАЇНСЬКИХ РЕГIОНIВ

Своєчасна оцiнка регiональної економiчної активностi є ключовою для прийняття обґрунто-
ваних рiшень та реагування на кризовi ситуацiї, особливо в економiках, де офiцiйна статисти-
ка публiкується iз суттєвими затримками. В Українi данi про валовий регiональний продукт
(ВРП) оприлюднюються лише один раз на рiк iз запiзненням до 16 мiсяцiв, що значно ускладнює
монiторинг економiчної ситуацiї в реальному часi. У цьому дослiдженнi запропоновано модель
Mixed-Frequency Factor-Augmented Vector Autoregression (MF-FAVAR) для теперiшнього прогнозу-
вання (nowcasting) квартального зростання ВРП для київського регiону шляхом поєднання рi-
чних, квартальних i мiсячних показникiв.

Запропонована структура iнтегрує традицiйнi макроекономiчнi статистичнi показники з
високочастотними цифровими сигналами, отриманими з Google Trends, що дає змогу вiдсте-
жувати змiни у споживчих настроях та поведiнкових патернах. Цi цифровi iндикатори ви-
ступають проксi змiн у споживчих настроях, намiрах щодо витрат i очiкуваннях на ринку
працi, надаючи додаткову iнформацiю порiвняно з офiцiйною статистикою, що публiкується
iз затримкою. Зменшення розмiрностi даних здiйснюється за допомогою сучасних методiв фа-
кторної екстракцiї, розроблених для неповних i неузгоджених наборiв даних, зокрема Expectati-
on–Maximisation Principal Component Analysis (EMPCA), Bayesian PCA (BPCA) та Singular Value
Decomposition Imputation (SVDI). Рiчний ряд ВРП було перетворено на квартальний за допомо-
гою методу Дентона–Шолетта, що забезпечує узгодженiсть з офiцiйними пiдсумками.

Емпiричнi результати показують, що факторна екстракцiя на основi EMPCA забезпечує
найстабiльнiшi та найточнiшi коротко-, середньо- та довгостроковi прогнози. Зокрема, EMPCA
досягає найменших значень середньоквадратичної похибки прогнозу (RMSFE) та безперервного
рангового ймовiрнiсного показника (CRPS), що пiдтверджує її стiйкiсть у умовах обмежених
i зашумлених даних. Отриманi результати свiдчать, що моделi зi змiшаною частотою та
факторною структурою є ефективним iнструментом для регiонального nowcasting за умов не-
стачi даних, що робить їх особливо релевантними для перехiдних i кризових економiк, таких,
як Україна.

Ключовi слова: MF-FAVAR, FAVAR, поточне прогнозування, EMPCA, GRP, RMSE, MAPE,
Google Trends.

Вступ

Своєчасний монiторинг регiональної еконо-
мiчної активностi набуває дедалi бiльшої ваги
в сучасних макроекономiчних дослiдженнях та
у сферi формування економiчної полiтики. У
перiоди структурної нестабiльностi чи кризо-
вих явищ, зокрема пiд час вiйни, що триває в
Українi, традицiйнi статистичнi системи зазна-
ють суттєвих затримок у публiкацiї даних, що
iстотно ускладнює оцiнювання економiчної ди-
намiки в режимi реального часу. Так, офiцiй-
на статистика валового регiонального продукту
(ВРП) в Українi оприлюднюється з лагом до 16
мiсяцiв пiсля звiтного року, залишаючи органи
державного управлiння, бiзнес та наукову спiль-
ноту без актуальних iндикаторiв локальної еко-

номiчної динамiки.
Задля подолання цього iнформацiйного роз-

риву у сучасних прогнозних системах активно
застосовують методи nowcasting. У концептуалi-
зацiї Баньбура та iн. (2011, 2013)[1; 2], nowcasti-
ng означає використання неповних та асинхрон-
них потокiв даних для оцiнювання поточного
стану економiки. Iнтегруючи високочастотнi iн-
дикатори — щомiсячнi або щотижневi статисти-
чнi показники, результати опитувань чи цифро-
вi поведiнковi метрики, — такi моделi надають
своєчаснi сигнали економiчної активностi ще до
оприлюднення офiцiйних релiзiв. Подiбнi пiдхо-
ди особливо цiннi для економiк, що стикаються
з обмеженiстю даних, частими ревiзiями або пе-
рервами у статистичному спостереженнi.

У контекстi українських регiонiв цi викли-
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ки проявляються особливо гостро. Обмежена
довжина часових рядiв, асинхроннiсть публiка-
цiї показникiв та структурнi злами, зумовленi
вiйною, зумовлюють необхiднiсть застосування
стiйких, гнучких та iнформацiйно-ефективних
методiв моделювання. Сумiжнi пiдходи прогно-
зування в умовах обмеженої iнформацiї вже
розглядалися у працях, що поєднують машин-
не навчання та економетричнi гiбриднi моделi
(Дрiнь та iн. (2023)[19]). Нещодавня лiтература
також пiдкреслює ефективнiсть змiшаночасто-
тних та фактор-розширених пiдходiв. Зокрема,
модель Mixed-Frequency Vector Autoregression
(MF-VAR), запропонована Куп та iн. (2023)[3],
забезпечує системний пiдхiд до роботи з незба-
лансованими наборами даних та iнтеграцiї змiн-
них рiзної частоти. Водночас MF-VAR стають
нестабiльними за великої кiлькостi предикторiв
i коротких вибiрок — що є типовим для регiо-
нальних дослiджень.

Для подолання цих обмежень у цьо-
му дослiдженнi застосовано модель Mixed-
Frequency Factor-Augmented Vector Autoregressi-
on (MF-FAVAR), яка поєднує переваги змiша-
ночастотної iнтеграцiї та факторного зниження
розмiрностi. Такий пiдхiд дозволяє стискати iн-
формацiю з широкого спектра економiчних i
цифрових iндикаторiв у невелику кiлькiсть ла-
тентних факторiв, що вiдображають коварiацiї
в регiональнiй економiцi. Цi латентнi фактори
надалi формують динамiчну систему VAR для
отримання квартальних nowcast-оцiнок ВРП на
прикладi мiста Київ.

Мiсто Київ обрано фокусним регiоном з
трьох основних причин: (i) воно має найбiльш
повний набiр регiональної статистики в Українi;
(ii) його економiчна структура є високодиверси-
фiкованою, охоплюючи як промисловi, так i сер-
вiснi сектори; (iii) цифровi iндикатори, зокрема
данi Google Trends, особливо iнформативнi для
цього регiону, надаючи цiннi проксi-змiннi для
вимiрювання настроїв та поведiнки споживачiв.

Стаття робить внесок у розвиток дослiджень
субнацiонального nowcasting у трьох напря-
мах. По-перше, вона впроваджує сучасну мо-
дель MF-FAVAR в український контекст, де-
монструючи її працездатнiсть в умовах екстре-
мальної обмеженостi даних. По-друге, порiвню-
ються кiлька просунутих алгоритмiв фактор-
ної екстракцiї — Expectation-Maximisation PCA
(EMPCA), Bayesian PCA (BPCA) та Singular
Value Decomposition Imputation (SVDI) — з по-
гляду стабiльностi та точностi прогнозу. По-
третє, оцiнюється робастнiсть запропонованого
пiдходу за рiзних прогнозних горизонтiв та кон-
фiгурацiй даних.

Отриманi результати свiдчать, що фактор-

не зниження розмiрностi за допомогою EMPCA
суттєво пiдвищує точнiсть прогнозування, осо-
бливо на коротких i довгих горизонтах, водно-
час забезпечуючи стабiльнiсть в умовах нере-
гулярних чи неповних даних. Це пiдтверджує
високий потенцiал змiшаночастотних фактор-
розширених методiв для монiторингу регiональ-
ної економiчної динамiки у країнах з перехi-
дною економiкою та в умовах кризових викли-
кiв.

Подальша структура статтi є такою: викла-
дено теоретичнi засади та представлено MF-
FAVAR-модель; описано джерела даних та ме-
тоди факторної екстракцiї; наведено емпiричнi
результати та оцiнку прогнозної якостi; подано
ключовi висновки та окреслено напрями майбу-
тнiх дослiджень.

Попереднi теоретичнi засади

Nowcasting. Nowcasting означає оцiнюван-
ня поточного стану економiки в режимi реаль-
ного часу на основi неповних та асинхронних по-
токiв даних. Такий пiдхiд розроблено для подо-
лання затримок офiцiйної статистики шляхом
iнтеграцiї високочастотних iндикаторiв (Бань-
бура та iн. (2013) [1]). Як пiдкреслюють Бань-
бура та iн. (2011) [2], nowcasting забезпечує ко-
роткостроковi прогнози економiчної активностi
ще до виходу офiцiйних макроекономiчних по-
казникiв, що є критично важливим у перiоди
швидких змiн, кризових явищ або дефiциту да-
них.

У регiональному українському контекстi —
де доступнiсть даних є обмеженою, а часовi ря-
ди порушенi вiйною, — змiшаночастотнi пiд-
ходи набувають особливої актуальностi. Koop
та iн. (2023) [3] пропонують великi змiшаноча-
стотнi VAR-моделi (MF-VAR), якi враховують
короткi вибiрки та явно розв’язують проблему
«рваного краю» як на початку, так i напри-
кiнцi вибiрки. Типовим викликом для Украї-
ни є те, що данi про ВРП публiкуються ли-
ше щорiчно i з iстотним лагом (10–16 мiсяцiв).
Для операцiоналiзацiї сигналiв у режимi реаль-
ного часу високочастотнi iндикатори (щомiся-
чнi/щотижневi) можна поєднувати з рiчними
цiльовими змiнними за допомогою часової узго-
дженостi та факторного стискання. У цьому до-
слiдженнi для Києва квартальнi значення ВРП
було отримано шляхом дезагрегацiї за методом
Дентона–Шолетта ([7],[8]), а вимiрнiсть зниже-
но завдяки факторнiй екстракцiї перед застосу-
ванням VAR-моделювання.

Паралельна лiтература формалiзує обробку
неузгоджених потокiв даних у реальному ча-
сi. Динамiчнi факторнi моделi (Dynamic factor



28 e-ISSN 2663-0648. Могилянський математичний журнал. 2025. Том 8

model – DFM), змiшане вибiркове використа-
ння даних (Mixed Data Sampling – MIDAS)
та MF-VAR автоматизують експертнi оцiнки
за умов великих та асинхронних публiкацiй
[1]. На багаторегiональному рiвнi панельний
nowcasting пiдвищує стабiльнiсть та забезпечує
крос-секцiйне використання iнформацiї (Фостен
та iн., (2022) [16]), що вказує на природне роз-
ширення пiдходу за межi одного регiону.

Класична VAR-модель. Векторна авто-
регресiя (VAR) (Сiмс (1980) [4]) описує K-
вимiрний вектор yt у виглядi

yt = A1yt−1+· · ·+Apyt−p+εt, εt ∼ N (0,Σ), (1)

де Ai ∈ RK×K , а εt є похибкою. VAR-моделi ши-
роко застосовують для прогнозування та стру-
ктурного аналiзу, однак вони потребують зба-
лансованих панелей i мiстять K2p параметрiв,
що призводить до надмiрної параметризацiї у
випадку невеликих регiональних вибiрок.

Змiшаночастотнi VAR (MF-VAR).
MF-VAR розширює класичнi VAR для спiльно-
го використання змiнних, що спостерiгаються
з рiзною частотою (щомiсячно, щоквартально,
щорiчно), шляхом їх узгодження в регресiй-
нiй або стан-просторовiй постановцi. Типовi iн-
струменти включають MIDAS-полiноми, фiльтр
Калмана або базове узгодження (Форонi та iн.
(2013) [5]; Шорфхайде та iн. (2015) [6]). Попри
ефективнiсть у nowcasting, MF-VAR не має вбу-
дованих механiзмiв зниження розмiрностi: за
великої кiлькостi високочастотних iндикаторiв
виникає ризик надмiрної параметризацiї та не-
стабiльностi, особливо за умов «рваних країв»
(Куп та iн. (2023) [3]), характерних для україн-
ських регiонiв.

Змiшаночастотнi FAVAR (MF-FAVAR)

Структура моделi. MF-FAVAR iнтегрує
механiзм зниження розмiрностi у змiшаночасто-
тну VAR шляхом введення невеликого набору
латентних факторiв, що узагальнюють коварi-
ацiї мiж багатьма спостережуваними iндикато-
рами. Спостережуванi змiннi подiляють на ви-
сокочастотнi x

(H)
t ∈ RnH (наприклад, щомiся-

чнi макроекономiчнi та цифровi показники) та
низькочастотнi y(L)

t ∈ RnL (наприклад, рiчний
ВРП). Нехай ft ∈ Rr — r латентних факторiв,
що еволюцiонують як

ft = Φ1ft−1+ · · ·+Φpft−p+νt, νt ∼ N (0, Q), (2)

де Φi ∈ Rr×r. Змiшаночастотнi рiвняння ви-
мiрювання пов’язують спостережуванi змiннi з

факторами:

x
(H)
t = Λ(H)ft + η

(H)
t , (3)

y
(L)
t = Λ(L)ft + η

(L)
t , (4)

де Λ(H) та Λ(L) — матрицi навантажень, а η
(·)
t —

унiкальнi збурення (idiosyncratic components).
Квартальна цiльова змiнна ВРП (побудована
нижче) входить до y

(L)
t та прогнозується на

основi ft; своєю чергою, фактори формуються
в режимi реального часу завдяки бiльш опера-
тивним x

(H)
t .

Позначимо Zt = [ f⊤
t , y

(L)⊤
t ]⊤. Тодi система

MF-FAVAR може бути подана у виглядi:

Zt = A1Zt−1+· · ·+ApZt−p+εt, εt ∼ N (0,Σ). (5)

Таке спiльне представлення охоплює як латен-
тнi, так i спостережуванi низькочастотнi данi та
об’єднується в єдину форму.

Переваги. MF-FAVAR забезпечує: (i) зни-
ження розмiрностi (невелика кiлькiсть r за-
мiнює численнi nH фактори), (ii) стiйкiсть до
«рваних країв» та пропускiв завдяки факторнiй
екстракцiї та (iii) узагальненiсть через динамi-
ку спiльних компонент, що вiдфiльтровує збуре-
ний шум [2].

Данi та методологiя

Опис даних та часове узгодження.
Дослiдження зосереджено на мiстi Київ. Щорi-
чнi данi ВРП (2004–2021) отримано з Держав-
ної служби статистики України [20] та дезагре-
говано у квартальний ряд за методом Дентона
(1971) [7] i Шолетта (1984) [8]. Формально, про-
цедура Дентона–Шолетта знаходить кварталь-
ний ряд {yt}4Tt=1, що мiнiмiзує

min
{yt}

4T∑
t=2

(yt − yt−1)
2

s.t.
4τ∑

t=4(τ−1)+1

yt = Yτ , τ = 1, . . . , T, (6)

де Yτ — це спостережуванi рiчнi пiдсумки.
Оптимiзацiя забезпечує плавнiсть квартальних
змiн за збереження рiчної узгодженостi. Це до-
зволяє побудувати гладкий квартальний ряд,
узгоджений з рiчними орiєнтирами, що створює
основу для моделювання квартального зростан-
ня.

Високочастотнi предиктори включають що-
мiсячнi макроекономiчнi ряди (наприклад, спо-
живчi цiни, заробiтна плата, обiг роздрiбної тор-
гiвлi, будiвництво, зайнятiсть) та iндикатори
Google Trends, що вiдображають динамiку за
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ключовими словами, пов’язаними зi спожива-
нням i настроями (зокрема, iнвестицiї, iнфля-
цiя, безробiття, заощадження, пошуковi запи-
ти щодо брендiв). Щомiсячнi ряди конвертую-
ться у квартальнi шляхом пiдсумовування для
потокових змiнних та усереднення для запасiв;
рiчнi змiннi пролонгуються у межах року. Змiн-
нi логарифмуються за потреби та стандартизу-
ються.

Залучення даних Google Trends мотивоване
їхньою доведеною чутливiстю до економiчних
шокiв i поведiнкових зрушень. Спираючись на
Шмiдт та Фозен (2009) [17] та Iндако (2020)
[18], були зiбранi iндекси iнтенсивностi пошу-
ку для ключових слiв, пов’язаних iз спожива-
нням («купити», «знижка», «подорож»), цiна-
ми («iнфляцiя», «девальвацiя») та ринком пра-
цi («робота», «зарплата»). Цi iндекси вiдобра-
жають миттєву суспiльну увагу та очiкування,
якi, як правило, передують офiцiйним опитува-
нням i цiновiй статистицi. Данi Google збирали-
ся щомiсячно, нормувалися до шкали 0 − 100 i
агрегувалися у квартальнi середнi для узгодже-
ння з частотою даних ВРП.

Факторна екстракцiя за умов пропу-
скiв. З огляду на незбалансованiсть покриття
та «рванi краї», розглянуто кiлька методiв на
основi головних компонент:
EMPCA: expectation–maximisation PCA — iте-
рацiйно вiдновлює пропущенi значення при
одночасному оцiнюваннi навантажень i фактор-
них балiв;
BPCA: баєсiвська PCA з апрiорними розпо-
дiлами та автоматичним визначенням релеван-
тностi (Оба та iн. (2003) [9]);
SVDI: iтерацiйне низькорiвневе вiдновлення
матрицi за допомогою усiченого SVD (Хансен
(1987) [10]);
TW/TP: пiдходи Tall–Wide та Tall-Projection
для «рваних країв» (Бай (2021) [11], Каган та
iн. (2023) [12]).

У випадку панелi даних для Києва методи
EMPCA, BPCA та SVDI забезпечують стабiльнi
фактори; методи TW i TP було вiдхилено через
недостатню кiлькiсть повних «якiрних» рядiв i
брак перекриття у вiкнах.

Оцiнювання та схема перевiрки. Ла-
тентнi фактори (r = 2) виокремлюються з квар-
тальної матрицi предикторiв Xt за допомогою
кожного зi стiйких методiв (EMPCA, BPCA,
SVDI). VAR-модель для [Yt, ft ] iз лагами p ∈
∈ {2, 4} утворює основу MF-FAVAR. Часове
розбиття даних передбачає використання при-
близно 80% спостережень для оцiнювання та
20% для перевiрки. Рекурсивнi прогнози гене-
руються для горизонтiв 2, 4 та 24 квартали.
Точнiсть прогнозiв узагальнюється за трьома

стандартними метриками: RMSFE (точнiсть у
точковому вимiрi), CRPS (калiбрування розпо-
дiлу) та SMAPE (обмежена вiдносна похибка)
(Чен та iн. (2017) [13], Гнетiнг та Рафтерi (2006)
[14], Хайндман та Келер (2007) [15]).

RMSFE =

√√√√ 1

H

H∑
h=1

(ŷT+h|T − yT+h)2, (7)

CRPS(F̂ , y) =

∫ ∞

−∞
[F̂ (z)− ⊮{z ≥ y}]2dz, (8)

SMAPE =
100%

n

n∑
t=1

|ŷt − yt|
(|ŷt|+ |yt|)/2

. (9)

де F̂ — прогнозна функцiя розподiлу ймовiрно-
стей.

Результати

Основнi висновки. У рiзних прогнозних
горизонтах MF-FAVAR на основi EMPCA за-
безпечує найстабiльнiшi та найточнiшi прогно-
зи. Для дуже коротких горизонтiв (2 квартали)
EMPCA досягає найнижчих значень RMSFE та
CRPS; на середнiх горизонтах (4 квартали) кон-
курентоспроможним є метод SVDI; на довгих
горизонтах (24 квартали) EMPCA дещо пере-
вершує BPCA.

Як показано на рис. 1, на довгому горизонтi
у 24 квартали MF-FAVAR з факторною екстра-
кцiєю EMPCA забезпечує найточнiшi прогнози
як у точковому, так i у розподiльчому вимiрi.
Траєкторiя RMSFE та CRPS для довгого гори-
зонту свiдчить про невелику, але систематичну
перевагу EMPCA над BPCA, тодi як SVDI де-
монструє гiршi результати, що узгоджується з
пiдсумком у табл. 1.

Рис. 1. Довгий горизонт (24 квартали)
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Таблиця 1. Точнiсть прогнозування за горизонтами
(позавибiркове узагальнення)

Метод Горизонт RMSFE CRPS
EMPCA 2Q 0.0033 0.0034
BPCA 2Q 0.0034 0.0034
SVDI 4Q 0.0167 0.0093
EMPCA 24Q 0.0208 0.0116

Примiтка. Точнiсть прогнозування зростає завдяки
стабiлiзацiї динамiки факторiв через зниження

розмiрностi. EMPCA послiдовно досягає найнижчих
похибок на всiх горизонтах, особливо для

24-квартального горизонту, що iлюструється на рис. 1.

Простота моделi та стiйкiсть. Пере-
вiрка на стiйкiсть, яка виключає тижневi iнди-
катори (розрiдженi та шумовi) та зберiгає ба-
зове ядро щомiсячних i щорiчних змiнних, по-
кращує точнiсть, при цьому EMPCA знову де-
монструє перевагу. Це пiдкреслює важливiсть
економних наборiв змiнних у змiшаночастотних
моделях [2; 3].

Висновки та напрями подальших
дослiджень

Модель MF-FAVAR пропонує практичне рi-
шення для регiонального nowcasting в умовах
обмеженої доступностi даних. Для Києва по-
єднання часово дезагрегованого ВРП з висо-

кочастотними макроекономiчними та цифрови-
ми iндикаторами, стислими за допомогою мето-
дiв факторної екстракцiї на основi PCA, забез-
печує точнi квартальнi nowcast-прогнози попри
затримки офiцiйних публiкацiй. EMPCA вияв-
ляється послiдовно стiйким методом видiлен-
ня факторiв для панелей iз «рваними краями»,
особливо на коротких горизонтах; SVDI демон-
струє конкурентнi результати на середнiх го-
ризонтах; BPCA наближається до EMPCA на
довших промiжках. Використання поведiнкових
даних iз Google Trends пiдвищило чутливiсть
короткострокових прогнозiв, особливо у перiоди
структурних зламiв та порушень статистичного
збору, що пiдкреслює потенцiал цифрових iнди-
каторiв для монiторингу регiональної економiки
в реальному часi.

Подальшi дослiдження можуть: (i) пошири-
ти пiдхiд на багаторегiональнi панелi з метою
використання крос-секцiйної iнформацiї (Фо-
стен та iн. (2022) [16]), (ii) iнтегрувати додатко-
вi високочастотнi сигнали (мобiльнiсть, тран-
закцiї, соцiальнi медiа), а також (iii) здiйсни-
ти порiвняння з глибокими змiшаночастотними
моделями або гiбридами MF-MIDAS. Отрима-
нi результати пiдтверджують, що факторне сти-
скання є ключовим елементом для стабiльного
nowcasting за умов коротких та нерегулярних
регiональних вибiрок.
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1. Bańbura M., Giannone D., Modugno M., Reichlin L.
Nowcasting and the Real-Time Data Flow. ECB Worki-
ng Paper No. 1564. 2013.
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S. Drin, A. Zhuravlova, G. Kriukova

NOWCASTING REGIONAL GDP WITH
MIXED-FREQUENCY FACTOR MODELS FOR

UKRAINIAN REGIONS

Timely assessment of regional economic activity is essential for evidence-based policy and crisis
response, particularly in economies where official statistics are released with significant delays. In
Ukraine, regional Gross Regional Product (GRP) figures appear only once per year and with a lag of up
to 16 months, severely limiting real-time monitoring. This study develops a Mixed-Frequency Factor-
Augmented Vector Autoregression (MF-FAVAR) model to nowcast quarterly GRP growth for the Kyiv
region by combining annual, quarterly, and monthly indicators.

The proposed framework integrates traditional macroeconomic statistics with high-frequency digital
signals derived from Google Trends, capturing shifts in consumer sentiment and behavioural patterns.
These digital indicators serve as real-time proxies for household sentiment, consumption intentions, and
labour market expectations, offering a complementary perspective to lagged official statistics.

Empirical results demonstrate that EMPCA-based factor extraction delivers the most stable and
accurate nowcasts across short, medium, and long horizons. In particular, EMPCA achieves the lowest
Root Mean Squared Forecast Error (RMSFE) and Continuous Ranked Probability Score (CRPS), con-
firming its robustness under sparse and noisy conditions. The findings suggest that mixed-frequency
factor-augmented frameworks offer a practical and efficient solution for regional nowcasting under data
scarcity, making them especially relevant for transition and crisis economies such as Ukraine.

Keywords: MF-FAVAR, FAVAR, Nowcasting, EMPCA, GRP, RMSE, MAPE, Google Trends.
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